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The study developed a triple-exposure color particle image velocimetry (TE-CPIV) technique associated with pressure recon-
struction, and validated its feasibility. A light source with the three primary colors of red, green, and blue (R, G, and B) is pro-
duced in a time sequence by a liquid crystal display (LCD) projector. Particle images at three different instants under the color 
illuminations are captured in one snapshot using a color digital single-lens reflex (SLR) camera with a complementary met-
al-oxide semiconductor (CMOS) sensor. A contamination correction algorithm based on a specific calibration is performed on 
the different color layers (R layer, G layer, and B layer) of the raw color image to reduce the contaminated intensity of each 
color illumination on the other two color layers. The corrected intensity generates three new color layers, from which a stand-
ard cross-correlation process in the classical PIV method is used to obtain two velocity fields. Eventually, an instantaneous 
pressure field is reconstructed from the two velocity fields. The feasibility of TE-CPIV was tested by two experiments with a 
solid body rotation flow and a cylinder wake flow. The results show acceptable accuracy and robustness of the new technique. 
The idea of the TE-CPIV is believed to provide a simple and effective way of estimating a pressure field with low cost and 
high convenience. 
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1  Introduction 

Particle image velocimetry (PIV) is an optical technique for 
velocity measurement. With laser illumination modulated 
into a sheet or volume light source, velocity on a two-  
dimensional plane or in a three-dimensional volume can be 
obtained by tracking tracer particles seeded in the flow field. 
In addition to the processing algorithm, the velocity quality 
depends mainly on the imaging system. One of the main 
hardware elements in PIV, the imaging camera, has been 
developed rapidly in recent years, especially for high-speed 
imaging systems. Therefore, time-resolved velocity with a 
high spatial resolution can be acquired by a high-speed 
camera. Recently, researchers have paid increasing attention  

to dynamic characteristics such as pressure and force in 
fluid mechanics, and not only to kinetic characteristics such 
as velocity [1]. With access to time-resolved velocity, pres-
sure reconstruction by solving the Navier-Stokes (N-S) 
equation becomes achievable. However, obtaining time- 
resolved velocity using high speed cameras is normally very 
expensive.  

Many researchers have been trying to find alternative 
ways to achieve pressure measurement with low cost. One 
of these ways uses a multiple-exposure imaging system; in 
particular, a triple-exposure imaging system, because at 
least three particle images are necessary to reconstruct a 
pressure field. Sridhar and Katz [2] measured velocity and 
material acceleration using a triple-exposure imaging 
method. Chang [3] applied a multiple-pulsed particle track-
ing velocimetry (PTV) method with double exposures  
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in the first image and a single exposure in the second image 
to realize acceleration measurement. Liu and Katz [4] re-
constructed an instantaneous pressure field with a four-  
exposure PIV system. 

Beyond the normal multiple-exposure PIV system, Jaw 
et al. [5] developed an alternating-color micro-PIV system 
with triple-exposure imaging to acquire acceleration distri-
bution of micro flow. This kind of color PIV is a novel ap-
proach for velocity determination, which could provide 
more information of the flow field compared with classical 
PIV [6]. Instead of using a laser with a single color as the 
light source, color PIV adopts a light source with multiple 
colors, which requires a color camera for imaging. Different 
colors can signify additional characteristics of the flow. 

The color PIV technique has been studied extensively. 
Most researchers used spatially distributed color illumina-
tion to acquire velocity with more components and dimen-
sions [7–9]. Cenedese and Paglialunga [10] utilized two 
parallel light sheets with different colors in depth and de-
veloped a color PIV technique similar to dual-plane PIV to 
acquire two-dimensional, three-component (2D3C) velocity. 
Pick and Lehmann [11] developed a multiple-color-plane 
PIV technique similar to stereoscopic-PIV (SPIV) to realize 
3D3C velocity measurement. Brücker [12] produced dif-
ferent-colored light sheets along the depth direction of a 
volume domain and obtained a 3D3C velocity field. Murai 
et al. [13] produced a light source with three colors varying 
in the depth direction and acquired a 3D3C velocity field 
using a single high-speed video camera. Instead of using 
color to represent the spatial information, researchers have 
also tried to use color to signify temporal information [5]. 
Cenedese and Romano [14] developed a color-coded PTV 
method. Particles were illuminated by blue and green light 
illuminations at different instants during which a red light 
was used to illuminate the flow domain. Then, by tracking 
particles, the displacement and velocity could be obtained. 
Funatani et al. [15] used a color digital single-lens reflex 
(SLR) camera with CMOS sensor to capture particle images 
under three color light illuminations and improved the spa-
tial and temporal resolution. Jaw et al. [16,17] developed an 
alternating color image anemometry (ACIA) method. They 
recorded alternating color, multi-exposure particle images 
with a 3-CCD color camera and then analyzed the mul-
ti-exposure image after separating different color sequential 
images (a blue exposure and a green exposure).  

Unfortunately, the issue of color contamination during 
separation of different color layers was normally not con-
sidered until very recently [5,6,13,18]. Furthermore, most 
researchers considered the contaminated intensity to have a 
first-order linear relationship with the intensity of the illu-
mination when reducing color contamination, without spe-
cific calibration of the imaging system characteristics or 
performing the calibration on uncompressed images of a 
raw format [19]. Furthermore, dynamic quantities such as 
pressure have rarely been touched or benefited from color 

PIV techniques. 
Because color PIV can provide more information than 

classical PIV, we associate color with time information and 
successfully reconstruct a pressure field based on velocity 
from a color PIV measurement. A triple-exposure color PIV 
(TE-CPIV) system is designed using the most accessible 
commercial devices of a liquid crystal display (LCD) pro-
jector as a light source and a color single-lens reflex (SLR) 
camera with a complementary metal-oxide semiconductor 
(CMOS) sensor as a recorder for velocity-pressure meas-
urement. Specific contamination correction with an idea 
similar to that of Murai et al. [13] is applied to correct the 
intensity of the experimental image for accurate velocity 
determination. Two consecutive velocity fields can be ac-
quired by applying a standard PIV correlation procedure to 
TE-CPIV, and they can be processed further to reconstruct 
pressure. The feasibility of the technique for pressure re-
construction is validated through experiments of a rotating 
solid body flow and a cylinder wake flow. Although only 
2D plane velocity is discussed in the current work, the new 
technique can potentially be applied in 3D flow measure-
ment with more color cameras. The cheap and easily acces-
sible devices make this technique convenient for researchers 
to use. 

2  Methodology 

The TE-CPIV system developed in the present work con-
sists of an LCD projector to produce three pulses of color 
illumination (R, G, and B) and a color SLR camera to record 
particle images. The principle and operating procedures are 
described in this section. Figure 1 shows the principle of the 
TE-CPIV technique for pressure reconstruction, which is 
divided into four procedures as follows: 

Step 1 Acquire experimental raw images with a color 
SLR camera to capture particle images in one exposure un-
der triple color illumination (R, G, and B) produced from an 
LCD projector (Section 2.1). 

Step 2 Acquire calibration raw images under each single 
pure color illumination to detect the corresponding calibra-
tion function for contamination correction on each color 
layer (Section 2.1). 

Step 3 Perform contamination correction on the basis of a 
set of correction equations (by combining calibration func-
tions) to reduce the inherent color contamination of the 
camera system, and use the corrected intensity to generate 
three new color layers (Section 2.2). 

Step 4 Calculate two velocity fields through a standard 
PIV processing algorithm from the three new color layers 
and eventually reconstruct the pressure field from the veloc-
ity fields (Section 2.3). 

As shown in Figure 1, particle images are recorded in 
one exposure under different color illuminations during the 
experiment. Therefore, a three-color pattern for an individual  
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Figure 1  (Color online) Principle of TE-CPIV for pressure reconstruction. 

tracer particle is produced, as the enlarged particle image 
shows. After taking the experimental images, a calibration 
is conducted. It should be noted that the calibration for color 
contamination is not the traditional PIV calibration for the 
magnification factor (or mapping function for SPIV or 
volumetric PIV), but a calibration for color recording char-
acteristics. To maintain the same imaging characteristics of 
the recording system as in the experimental process, the 
same particle field in the experiment is recorded as a cali-
bration image. Because the color recording characteristics 
can cause an inescapable issue of color contamination in 
color PIV, a simple algorithm is executed in this study on 
the basis of the calibration images to reduce the color con-
tamination and correct the recorded intensity on different 
color layers of the raw experimental images. The process of 
color contamination reduction is described in detail in Sec-
tion 2.2. The corrected intensity for each color image can 
generate three new color layers as shown in Figure 1: the R 
layer, G layer, and B layer. Velocity and pressure fields can 
eventually be deduced from the separated color layers. 

2.1  Imaging time sequence 

In the TE-CPIV technique, two types of raw images are 
required: the experimental and the calibration particle im-
ages. These two types of raw images are recorded in differ-
ent ways. Figure 2 shows the timing diagram of both the 
experimental and calibration recordings. The horizontal 
coordinate is the time axis and the vertical one indicates the 
snapshot arrangement. Δt denotes the exposure time. Δt1 is 
the pulse width and Δt2 is the time interval between two 
neighboring color light pulses. 

Figure 2(a) shows the time sequence for the experiment. 
Three color pulses, denoted as R, G, and B, are triggered to 
illuminate the flow field in sequence during one exposure 
time of Δt. Thus, the time intervals should satisfy the rela-
tion of 

1 23 2 .t t t       (1) 

In the experiment of the present study, a shutter release 
was used to manually trigger the exposure, which was left 
open for a long time to cover all three sequential color lights. 
The exposure ended when the exposure time set in advance 
was reached. Meanwhile, the computer was programmed to 
fire three color illuminations through the LCD projector in 
sequence, starting immediately after the manual trigger. 
Because the exposure time of the camera is long enough 
compared with the entire time interval of the color illumina-
tion sequence, the three colors can be recorded by the cam-
era in one snapshot. This means that every round of the ex-
periment only takes one raw image, which can also be seen 
in Figure 1, where the enlarged image shows an individual 
particle recorded at three instants in one exposure. The tri-
ple-exposure recording system in the current experiment is 
similar to the early PIV techniques of multiple-exposure/ 
single-frame recording systems [20–22]. The main differ-
ence in data processing is that the cross-correlation method 
is applied in TE-CPIV for velocity calculation instead of the 
auto-correlation used in the early research. The reason is 
that the color image, including information at three instants, 
can be separated into three color layers. Each color layer 
can be considered as one classical PIV recorded image at a 
certain instant. To reduce the particle image blurs caused by 
color crosstalk, the color contamination correction will be  
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Figure 2  Pattern of exposure for the triple light pulses of different colors. (a) Timing diagram for experiment; (b) timing diagram for calibration. 

performed before the color layer separation. 
Figure 2(b) shows the time sequence for the calibration 

process, which is different from the experimental process. 
As discussed in Section 2.2, the imaging characteristics of 
using a color filter array (CFA) and interpolation algorithm 
to get full resolution of different color layers can cause col-
or contamination. Therefore, the calibration procedure de-
termines the intensity influence of one color illumination on 
the other two color layers. As shown in the figure, calibra-
tion for each color illumination is performed independently. 
Each single pure color pulse with a pulse width of 1t  is 

triggered in one snapshot with an exposure time of t . 
Thus, one single image of the seeded flow field is recorded 
for each of the three color illuminations. To ensure the cali-
bration environment is exactly the same as that of the ex-
periment condition, the exposure time interval of Δt and 
pulse width of Δt1 in both experiment and calibration pro-
cedures are kept the same. Considering statistical conver-
gence, 5 to 10 calibration images for each color illumination 
are normally required for contamination calibration. The 
calibration can be done before or after taking experimental 
images. 

Throughout the process, images are taken in a raw format. 
This is helpful for color contamination reduction because 
the uncompressed raw format introduces less contamination, 
such as white balance, from the recording system. Further-
more, it can provide more abundant intensity levels. 

2.2  Intensity correction 

2.2.1  Imaging characteristics 

As discussed in Section 2.1, a calibration is conducted to 
reduce color contamination, which is highly related to the 
characteristics of the imaging system. In the current work, a 
common commercial color SLR camera with a CMOS sen-
sor is employed as the recording device, which uses a CFA 
to produce color components. A filter sensor on every pixel 
of the CFA panel allows only part of the visible spectrum of 
light to be recorded [23]. The most commonly used CFA is 
the Bayer filter array (Figure 3), which has three different 
kinds of filter sensors designed on the basis of the human 
visual system. The unit pattern, with a size of 2 pixel× 2 
pixel, is diagonally arranged with twice as many green sen-

sors as there are red or blue sensors, because human eyes 
are more sensitive to green color. Because of the discrete 
arrangement of different color filters in the CFA, a full- 
resolution color image is obtained with an interpolation 
process called demosaicking. There are many interpolation 
algorithms available, such as the bilinear interpolation, pat-
tern recognition interpolation, and the Laplacian color cor-
rection method [24]. Unfortunately, all these algorithms can 
cause color artifacts or noise [23]. Moreover, the interpola-
tion algorithm for an SLR camera is usually unknown to the 
public and varies with different cameras. Thus, it is impos-
sible to perform an exact reverse engineering approach to 
recover the original light information on the sensor or total-
ly remove the color contamination. 

In addition to the color contamination introduced by de-
mosaicking, the performance of frequency truncation of the 
color filters also causes color aberration on the image. Ide-
ally speaking, only light with a specific wavelength that is 
allowed to pass through the filter array can be recorded at 
the corresponding pixel location. However, in practice, the 
wavelength range that different filter sensors respond to 
could have a strong overlap [8]. In other words, light of any 
wavelength may be detected by all the filter sensors. This 
effect, coupled with the demosaicking process, results in a 
decreased signal-to-noise ratio (SNR), which further affects 
the accuracy of the calculated velocity [25]. Therefore, re-
duction of color contamination is necessary for color PIV. 

2.2.2  Contamination reduction 

Color contamination happens during both the calibration 
and experiment imaging processes. The difference is that 
single-color illumination is recorded in one exposure when 
operating the calibration, whereas lights of three different 
colors are recorded together in one exposure during the  

 

Figure 3  (Color online) Bayer filter array. 
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experiment. Therefore, calibration provides the imaging 
characteristics of each single-color light on the camera. It 
can be described by a set of calibration functions indicating 
intensity values of one color illumination on the other two 
color layers. Because imaging characteristics under differ-
ent color illuminations are coupled with each other in the 
experiment, a set of correction equations combines the cali-
bration functions of different color lights to solve the cor-
rected intensity value on each color layer. Thus, the con-
tamination reduction and color layer separation are achieved 
in three steps: 
(1) Acquire the calibration functions for the R, G, and B 

illuminations on the basis of the statistical intensity values 
of one color illumination on the other two color layers. 
(2) Estimate the physical particle scattering under each 

color illumination by solving the correction equations to ob-
tain the corrected intensity values from the raw color layers. 
(3) Use the solved intensity values to generate corrected 

color layers. 
In the first step, every calibration image is separated into 

three color layers corresponding to the three primary colors 
of R, G, and B. The intensity level is from 0 to 2n1, where 
n denotes the bit depth of the recording camera (16 in the 
present study). To better illustrate the process of obtaining 
the calibration function, the red color illumination is taken 
as a typical case for example. Intensity matrices of the three 
color layers of the calibration image under the red pulse 
illumination are denoted as RR, GR, and BR. Here, the varia-
bles R, G, and B represent the three intensity matrices of the 
different color layers, and the superscript R means that the 
light source is a single red color. The pixel position set 
where intensity is equal to v  in matrix RR is denoted as 

  |, R
iji j vR . v  is the intensity range within a closed 

interval of [0, 2n1], and (i, j) is the row and column index-
es. If the resolution of the image is M pixel × N pixel, the 
range of i and j are 1  i  M and 1  j  N. It should be 
noted that every separate color layer has the same resolution 
of M × N. Here, it is assumed that the intensity of every 
pixel of RR is the physical intensity of particle scattering 

under the red illumination. For all     |, , R
iji j i j v R , 

the intensity of particle scattering is also recorded on the G 
layer because of color contamination, and the intensity val-
ues at the corresponding location set of (i, j) on the G layer 
are not the same for the sensitivity difference of the differ-
ent color filter sensors. The average of these values is taken 
as the contribution of the R pulse illumination on the G lay-
er (namely, matrix GR) when the intensity of the R illumina-
tion is v . Therefore, a relation between the intensity on GR 
and that on RR

 is obtained. The contribution of each color 
illumination to the other different color layers can be ac-
quired in the same way. In summary, the recorded intensity 
of all the color illuminations on the different color layers 
follows functions of 
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where ( )R
G Rf v  is the calibration function representing the 

intensity contamination of the R pulse illumination on GR 
when the recorded intensity on RR is Rv . The superscript R 

and subscript G of R
Gf  represent the single red pulse illu-

mination and the intensity matrix of the green layer, respec-
tively. Rv  denotes the intensity of v  on the R layer. 

Rvn
 

is the number of pixels in the set   |, R
i Rji j vR . This 

nomenclature is the same for all symbols of different colors. 
The expression of the calibration function can be ac-

quired by a curve fitting of the intensity on the color layers 
versus the intensity of the illumination. From eq. (2), it can 
be seen that ( )R

R Rf v  should be a linear function with a 

slope of 1. Second-order polynomial fitting is used to fit the 
calibration functions of the red illumination on the G and B 
layers. Thus, as an example, the calibration function of the 
G layer under red illumination has the form of 

2( ) ,R
G R R Rf v av bv c     (5) 

where a, b, and c are the fitting parameters. In the same way, 
we can obtain the other calibration functions. It should be 
noted that similar ideas for color contamination procedures 
were also proposed by other researchers without specific 
calibration in a raw format [5,6,13,18]. Generally, a 
first-order linear function was used in previous studies. 
However, as will be shown in Section 3, a first-order linear 
function is not sufficient to represent the calibration func-
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tion when the calibration is operated on the raw format im-
ages. Therefore, a parabolic function as in eq. (5) is applied. 

The second step is to construct a correction equation for 
the experimental image. The correction equation is formed 
by combining the calibration functions of the three color 
illuminations because contaminations of the three different 
color illuminations are coupled together during the experi-
ment. In other words, nine calibration functions should gen-
erate three intensity correction equations on every pixel. 
Therefore, for a resolution of M pixel × N pixel, there will 
be 3 × M × N correction equations over all pixels. The cor-
rection equations have the form of 

read cor cor cor

read cor cor cor

read cor cor cor

( ) ( ) ( ),

( ) ( ) ( ),

( ) ( ) ( ),

R G B
R R R

R G B
G G G

R G B
B B B

R f R f G f B

G f R f G f B

B f R f G f B

   


  
   

 (6) 

where, Rread, Gread, and Bread represent the raw intensity val-
ues on the R, G, and B layers, respectively, of the experi-
mental image. These values are already known and can be 
directly read from the recorded image. Rcor, Gcor, and Bcor 
represent the corresponding corrected intensity values. 
These values are unknown and can be obtained by solving 
the correction equations for every pixel. 

Eq. (6) is in a ternary quadratic form and is solved using 
the solve function in MATLAB in the present work. More 
than one solution of eq. (6) exists. For every unknown, there 
are two real solutions and six complex solutions (three sets 
of conjugated solutions). It is easy to determine the true root 
that satisfies our requirement because only one real solution 
satisfies the intensity range of 0 to 2

n1. Unfortunately, the 
relation between the rest of the solutions and the imaging 
system is currently unclear. Note that the light intensity is 
usually adjusted to avoid intensity saturation when taking 
images. Correcting the intensity value by solving the equa-
tions could happen to result in a negative value when the 
raw intensity is close to 0 because of different response 
characteristics of the CMOS sensors. A negative value will 
be reassigned as 0. Because this phenomenon exists only on 
pixels with very small raw intensity values, it has little in-
fluence on the further cross correlation result of determining 
velocity. As a result, we can obtain the corrected intensity 
matrix for each color layer. Finally, the corrected intensity 
is used to generate three new color layers. The contamina-
tion reduction and color layer separation are all performed 
in MATLAB. 

2.3  Pressure reconstruction method 

After a standard PIV correlation process to obtain two ve-
locity fields based on the three corrected color layers, pres-
sure can be reconstructed. Pressure is related to velocity on 
the basis of the N-S equations for incompressible flows as 
[1] 

2D
  ,

D
p

t
     
u u   (7) 

where p  is the pressure gradient,   is the fluid density, 

u  is the velocity vector, D Dtu  denotes the material ac-

celeration, and 2 u  is the viscous term. Because the 

viscous term is usually at least two orders of magnitude 
smaller than the material acceleration term, it is neglected in 
the following discussion [26–28]. 

Eulerian and Lagrangian approaches have been devel-
oped to calculate material acceleration [4,29]. The latter one 
is applied in the present work because some researchers 
found that the Lagrangian approach seems to be less sensi-
tive to measurement noise [30,31]. The material accelera-
tion could be expressed in Lagrangian perspective as 

d ( ) d ( ( ), )D
,

D d d
p pt t t

t t t
 
u u xu

  (8) 

where ( )p tx  and ( )p tu  are the position and velocity, 

respectively, of the traced virtual particle at time t . Eq. (8) 
can be discretized in a central difference scheme as 

2 1

/ 2, 2

( , ) ( , )D
,

D
a

a

t t t

t t t t

t t  
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

x u

u x u u xu
 (9) 

where t  is the temporal step; au  denotes the averaged 

Lagrangian velocity of the traced virtual particle between 
time t  and t t  , whose position is x  at time t  and 

a t x u  at time t t  ; and 1u  and 2u  are the velocity 

of the traced particle at time t  and t t  , respectively. 

au  is calculated as 

1 2( , ) ( , )
( 2, 2) .

2
a

a a

t t t t
t t t

    
    

u x u x uu x u (10) 

An iterative approach is employed to obtain au  [4]. In 

the first iteration step, 1u  is used as au  so that we can 

obtain 2u  at the position of 1 t x u . The iteration stops 

when the ratio  a,old a,new a,newu u u
 

is less than 0.001. 

a,newu
 

and a,oldu  are the latest calculated and the last cal-

culated au  in two neighboring time steps. The overbar 

“—” and “|·|” denote the mean value and the absolute value, 
respectively.  

After the pressure gradient is obtained, an irrotation cor-
rection is performed following the work of Wang et al. [32] 
to improve the accuracy of pressure reconstruction. This 
correction is based on the knowledge that p  should be 

irrotational. However, the calculated pressure gradient field 
from the experiment normally does not satisfy the condition 
of irrotation because of measurement errors. Denoting the 
curl operator of the calculated pressure gradient field as A, 
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we have 

=0.AG   (11) 

where G denotes the irrotational field that would be deter-
mined by solving eq. (11) with the function of null in 
MATLAB. Thus, a set of orthogonal basis could be ob-
tained that can span the irrotational space of G. With the 
original noisy pressure gradient projected onto this set of 
orthogonal basis, the corrected pressure gradient can be 
acquired to satisfy the irrotation condition. 

Then, pressure is determined by a spatial integration 
along orthogonal integral paths, expressed as 

tar

ref

tar ref( ) ( ) d ,p p p   
s

s
s s s  (12) 

where s denotes the integration variable of the particle loca-
tion, and p(sref) and p(star) are the pressure values at the ref-
erence location and target location, respectively. A sec-
ond-order central difference scheme is used during the inte-
gration process. Because pressure is calculated by direct 
integration on the pressure gradient field, no Neumann 
boundary condition is required. Thus, a Dirichlet boundary 
condition of pressure at a reference location, p(sref), is suffi-
cient. It should be noted that the reconstructed pressure is 
relative to the pressure at the reference location. More de-
tails of the pressure reconstruction and the irrotation correc-
tion technique can be found in Wang et al. [32]. 

3  Experimental validation 

Two experiments were conducted to validate the capability 
of the TE-CPIV technique to determine velocity field and 
the coupled pressure field, using a rotating solid body flow 
and a cylinder wake flow. A projector for producing illu-
mination and a digital color SLR camera with a CMOS 
sensor were used in the experiments; both devices are 
common and easily procured. Different brands of cameras 
were applied to the two flow cases to prove the robustness 
of the contamination correction algorithm on different im-
aging systems. 

3.1  Rotating solid body flow 

A rotating solid body flow was investigated to assess the 
TE-CPIV method, which is a reliable test case for assess-
ment [4,16]. Figure 4 shows the arrangement of the experi-
mental setup. The flow was simulated with a rotating rigid 
plate driven by a motor at a speed of approximately ω = 
0.26 rad/s. The plate was painted with matte paint. Similar 
to seeding tracers in a water flow, hollow glass beads with a 
mean diameter of 5 μm were uniformly seeded and stuck on 
the plate surface. To reduce the cost and simplify the ex-
perimental platform, a BENQ W1100 LCD projector with 
brightness of 2000 lumens was used as the light source. A 

computer was utilized to control the LCD projector to pro-
duce different color illuminations. Three different color 
lights of R, G, and B were projected in a time sequence. The 
pulse width was Δt1 = 0.04 s. Between the temporal interval 
of Δt2 = 0.1 s every two color pulses, black background light 
was projected. The rotating plate was directly illuminated 
by the projection light. A Canon EOS400D digital camera 
was used as the image recorder with a measurement resolu-
tion of 600 pixel × 600 pixel for a domain of 67.32 mm × 
67.32 mm. The camera was manually controlled to record 
particle images with the three color illuminations in one 
exposure time of Δt. To satisfy the relation of eq. (1), Δt 
was set to 0.6 s. The f number of the aperture was set to 8 
and the photo sensitivity (by International Standards Or-
ganization, ISO) was 800. The images were taken in the raw 
format whose bit depth for a single color was 16, which 
means the intensity of a single color can vary from 0 to 
65535 (216 − 1). 

3.1.1  Performance of color contamination reduction 

Calibration was operated for each color of light. The pulse 
width and exposure time were kept the same as the settings 
in the experiment. In calibration, the flow field was record-
ed under only one single-color illumination during each 
exposure, which resulted in three raw particle images under 
three different color illuminations. A statistical analysis was 
performed following eqs. (2)–(5) to obtain the calibration 
functions of the recording system. Figure 5 shows the in-
fluence of every single-color illumination on the other dif-
ferent color layers. The horizontal axis represents the inten-
sity of the color illumination on the corresponding color 
layer of the camera, whereas the vertical axis represents the 
contaminated intensity on the other color layers. Scattered 
points are the averaged contamination intensity. The curved 
line is the second-order fitting curve of the scattered points, 
and its expression is given as the calibration function (eq. 
(5)).  

As can be seen from the figure, a first-order linear func-
tion is not sufficient to depict the relation between the con-
taminated intensity and the color illumination intensity. 
That is why a second-order fitting polynomial is used. The  

 

Figure 4  (Color online) Setup of the solid body rotation experiment. 
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Figure 5  (Color online) Calibration function for different color light sources. (a) Calibration function under R illumination; (b) calibration function under 
G illumination; (c) calibration function under B illumination. 

calibration function for the color illumination on the image 
layer of the same color is not given because it should be a 
linear function with a slope of 1 on the basis of the defini-
tion in Section 2.2.2. It seems that the camera is not sensi-
tive to red light, because the intensity values on the red lay-
er under the red illumination (the horizontal coordinate of 
Figure 5(a)) is mainly distributed below 4 × 104. Under the 
green (Figure 5(b)) and blue (Figure 5(c)) illuminations, the 
intensity values on the G layer and B layer have a wider 
range of distribution, up to 6.5 × 104. The contamination of 
the green illumination on the other two color layers (the 
vertical coordinate of Figure 5(b)) is the strongest. There-
fore, the contaminations of different color lights on different 
color layers are not the same. Furthermore, the scattered 
points have some level of deviation from the fitting curves. 
This is partly because of the different response sensitivity of 
different filtering sensors. Another primary reason is the use 
of a simplified second-order polynomial fitting to approxi-
mate the contaminated intensity, whereas the real contami-
nation results from comprehensive reasons such as the illu-
mination device, light-scattering property of the particles, 
and the optical receiving property of a camera [13]. Gener-
ally speaking, the less deviated the contamination of color 
light on a color layer, the more accurate the fitting model. 
Thus, estimation of the contaminated intensity for the blue 

illumination is assumed to be the most accurate one in this 
test case. 

These calibration functions in Figure 5 represent con-
tamination characteristics for every single-color illumina-
tion. For the experimental image, contaminations of differ-
ent color illuminations are coupled together. Thus, calibra-
tion functions should be combined to decouple and reduce 
color contamination. Substituting the calibration functions 
into eq. (6), we can obtain a set of correction equations at 
each pixel: 

2
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 (13) 

Here, Rread, Gread and Bread denote the intensity that can be 
read directly from the separated color layers of the raw ex-
perimental image. Rcor, Gcor, and Bcor are the corrected in-
tensity values solved from the equations as the correspond-
ing reasonable intensity to generate new color layers. 

Figure 6 is an example of the raw experimental image. 
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The plate was rotating clockwise. Particles under different 
color illuminations were recorded at different instants in one 
exposure. In the current work, the image quality on the up-
per side was not as good as that on the lower side because 
of the viewing angle. The experimental image was then 
separated into three raw color layers, resulting in Rread, Gread, 
and Bread on every pixel. Rcor, Gcor, and Bcor were obtained by 
solving eq. (13) for generating new color layers, which were 
used to deduce velocity. To show the effect of the contami-
nation correction, enlarged particle images as well as sepa-
rated color layers are shown in Figure 7. An individual par-
ticle (circled in the figure) at three different instants 
(marked by R, G, and B) was captured by the camera. Fig-
ure 7(a) shows the separated color layers of the raw image, 
and Figure 7(b) shows the new color layers after contamina-
tion correction. The dashed line circles the contaminated 
ghost particle image that needs to be corrected. It can be 
seen in Figure 7(a) that each of the original separated color  

 

Figure 6  (Color online) Experimental color image of the rotating plate. 

 

Figure 7  (Color online) Images of an individual particle at different 
instants before and after the intensity correction. (a) Separated color layers 
of the raw image; (b) new color layers after contamination correction (the 
first column shows the color particle images under three color illumina-
tions. The second, third, and fourth column are particle images of the R 
layer, G layer, and B layer, respectively). 

layers is influenced by all color illuminations. Therefore, 
the image of the particle under different color illuminations 
cannot be well-separated. After intensity correction, the 
influence of the color light on other different color layers is 
apparently reduced although not totally removed. 

3.1.2  Velocity calculation and error analysis 

After the contamination correction and image separation, 
velocity was calculated using the classical PIV procedure of 
cross-correlation. With three corrected color layers, two 
velocity fields could be obtained. One velocity was from the 
R and G color layers, and the other was from the G and B 
color layers. Multi-grid iteration with image deformation 
[33] was applied in this process with the initial window size 
of 128 pixel× 128 pixel and the final window size of 32 
pixel× 32 pixel. The overlap was chosen as 50%. A least- 
square Gauss fitting in a 3 × 3 window was applied to de-
termine the sub-pixel correlation peak. Outliers in the ve-
locity field were removed through an average smoothing 
with a kernel of 3 × 3 nodes [25]. Because the rotation flow 
was steady, velocity fields were averaged [34] with ten in-
stants to reduce the influence of the fluctuated motor driv-
ing speed. Theoretical velocity fields were calculated for 
comparison. 

The rotation center of the theoretical velocity must be 
carefully determined to avoid raising a large bias error [35] 
similar to the bias error of finding the peak in the correla-
tion. All radius vectors associated with the local velocity 
vectors should pass the rotation center in a rigid body rota-
tion. For a point whose coordinate is denoted as (x0, y0), the 
equation of the line along the radius vector at this point can 
be expressed as 

0
0 0

0

( ),
u

y y x x
v

      (14) 

where u0 and v0 denote the magnitude of the velocity com-
ponents at the point of (x0, y0). Therefore, the question to 
determine the rotation center of (xc, yc) becomes a matrix 
equation of 

11
1 1

11

1

,

1

c

c
nn

n n
nn

uu
y x

vv
x

y
uu

y x
vv

     
           
   
       

   

   (15) 

where n is the index of the grid nodes. A least-square solu-
tion can be obtained, which makes the summation of the 
distance between the rotation center and the radius vectors 
the smallest. After the rotation center is obtained, the theo-
retical velocity fields can be calculated. 

Besides the bias error, random error always exists in the 
measurement. Therefore, both the bias and random errors 
are investigated. The bias error and random error are de-
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fined following McKenna et al. [36] and Huang et al. [37] as 

bias e t ε X X ,   (16) 

2
random

1

1
( ) ,

N

ei
iN 

 ε X X   (17) 

where iX  are the measurement samples that should have 

the same theoretical displacements. eX  is the spatial mean 
of iX , whose number is N . tX  is the theoretical dis-

placement. For the rotation flow, the horizontal displace-
ment should be constant along each horizontal row. There-
fore, the average of the horizontal displacements is taken to 

compute eX  in the horizontal direction along each row. 
Similarly, the average of the vertical displacements along 

each column is taken to compute eY  in the vertical direc-
tion [34]. Figure 8 shows the bias errors and random errors 
for both the R, G layers and G, B layers. The mean magni-
tude of the bias errors in both directions in Figure 8(a) and 
(b) is approximately 0.33 pixel, which is somewhat larger 
than the general PIV measurement uncertainty of 0.1 pixel, 
but is acceptable. The mean values of the random error 
magnitude in the horizontal and vertical directions (Figure 
8(c) and (d)) are approximately 0.07 pixel, which is at the 
same level as the classical PIV result [36,38]. As a result, 
the displacement errors are regarded as at a similar level to 
the classical PIV, and are acceptable. 

The total velocity magnitude is defined as 2 2V u v  . 
Figure 9 shows the velocity fields determined by the R and 
G color layers and the G and B color layers, as well as the 
theoretical velocity field. Coordinates are non-dimen-          
sionalized by the maximum rotation radius of maxr . Veloci-

ty fields are non-dimensionalized by a reference velocity of 

ref maxV r  , where   is the rotation angular velocity con-

trolled by the driving motor. To have the rotation center at 
the centroid of the figure, the boundary of the figure is 
cropped slightly. A definition of relative error for velocity is 
given as 

ref  ,V e tV V V     (18) 

where eV  and tV  are the measured experimental velocity 

and the theoretical velocity at every node, respectively. V  

represents the mean error value over all velocity fields. V  

for each of the calculated velocity fields are 3.9% and 3.3%. 
Velocity distribution on the upper side is not as good as that 
on the lower side compared to the theoretical velocity. This 
is mainly because of the raw image quality in different re-
gions, which can also be seen in the raw image of the flow 
(Figure 6). The correlation coefficient between the velocity 
fields in Figure 9(a) and that in Figure 9(c) is 0.9928, whereas 
the correlation coefficient between the velocity fields in Fig-
ure 9(b) and that in Figure 9(c) is 0.9925. Therefore, 
TE-CPIV can determine velocity with high accuracy. 

 

Figure 8  (Color online) Bias errors and random errors for both the R, G layer and G, B layer. (a) Bias error for the R, G layer; (b) bias error for the G, B 
layer; (c) random error for the R, G layer; (d) random error for the G, B layer. 
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Figure 9  (Color online) Velocity field comparison. (a) Experimental velocity for the R, G layer; (b) experimental velocity for the G, B layer; (c) theoretical 
velocity. Velocity is non-dimensionalized by Vref=rmax, where rmax is the maximum rotation radius and  is the rotation angular velocity. 

3.1.3  Pressure calculation and error analysis 

Material acceleration is obtained in the Lagrangian coordi-
nate as described in Section 2.3. Then, pressure is integrated 
through an orthogonal path integration method on the basis 
of the calculated pressure gradient field (mainly material 
acceleration) [32]. During integration for pressure, a refer-
ence location is selected at the center of the rotation plate, 
and the corresponding pressure is assigned as 0. This is the 
Dirichlet boundary condition, which is sufficient for pres-
sure integration on the known pressure gradient field. The 
final experimental pressure and the theoretical pressure are 
shown in Figure 10. Coordinates are non-dimensionalized 
by maxr , and pressure is non-dimensionalized by a reference 

pressure of 2 2
ref max 2p r  . Clearly, pressure calculated 

from the TE-CPIV determined velocity (Figure 10(a)) is 
close to the theoretical pressure distribution (Figure 10(b)). 
However, the concentricity is not as good on the upper side 
of the field because of the measurement error in the velocity 
fields (Figure 9), whereas the lower part has better concen-
tricity and accuracy. A relative error of pressure is defined 

as refp e tp p p   , where p  is the calculated experi-

mental pressure and tp  is the theoretical pressure. Then, 

p  was calculated to be 4.44%. The correlation coefficient  

between pressure values in Figure 10(a) and (b) is approxi-
mately 0.9751. This indicates that pressure reconstructed 
from the TE-CPIV determined velocity also has an accepta-
ble accuracy. 

3.2  Cylinder wake flow 

The TE-CPIV method was also applied in a cylinder wake 
flow experiment to assess its performance. The experiment 
was conducted in the water channel in the Beijing Univer-
sity of Aeronautics and Astronautics, and the experimental 
setup is shown in Figure 11(a). The water channel has an 
experiment section of 600 mm× 700 mm× 3000 mm. A 
cylinder with a diameter of d = 20 mm was fixed in the 
channel. The free stream velocity was 16.7 mm/s and the 
Reynolds number based on the cylinder diameter was 371. 
Tracer particles seeded into the channel were hollow glass 
beads with a mean diameter of 5 μm. The same LCD pro-
jector as in the experiment of solid body rotation flow was 
used to produce a sequence of color illuminations (R, G, and 
B). Two cylindrical lenses were employed to modulate the 
volumetric light source into a planar light sheet (Figure 
11(b)). The focal lengths of the two lenses were 200 and 50 
mm. Volumetric illumination from the projector cannot be 
modulated into a perfect planar light sheet with only two  

 

Figure 10  (Color online) Pressure field comparison. (a) Experimental pressure; (b) theoretical pressure. Pressure is non-dimensionalized by 
2 2

ref max 2,p r   where rmax is the maximum rotation radius and  is the rotation angular velocity. 
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Figure 11  (Color online) Setup of the cylinder wake flow experiment. (a) Arrangement of the setup; (b) optical path diagram. 

lenses. Therefore, black light-proof paper was used to cover 
the side of the light sheet to generate a thin light sheet of 
less than 2 mm thickness. Because light from the projector 
is already divergent, there is no need to use an additional 
lens to generate divergent light along the free stream direc-
tion. To test the robustness of TE-CPIV on different camer-
as, a NIKON D3100 digital camera was utilized as the color 
image recorder in this case. The measurement domain was 
64.2 mm× 47.5 mm (X × Y) and the resolution for this do-
main was 1287 pixel× 951 pixel. Thus the magnification 
factor was 0.05 mm/pixel. The pulse width for every color 
light was Δt1 = 0.03 s. The temporal interval between 
neighboring color light pluses in this experiment was Δt2 = 
0.05 s. The exposure time for the camera was Δt = 0.3 s so 
that the three temporal intervals satisfied eq. (1). 

Meanwhile, the classical planar PIV method was also 
operated to measure the flow as a comparison. The ar-
rangement of the classical PIV measurement setup was sim-
ilar to the TE-CPIV measurement, except that illumination 
was produced by a 5-W continuous semiconductor laser of 
532 nm wavelength, and the image recorder was a 
high-speed CCD camera (ICL-B0620, IMPERX Co. Ltd.). 
The camera had a resolution of 640 pixel× 480 pixel with a 
Nikon 45-mm lens. The measurement domain was 73.1 
mm× 54.8 mm, which was somewhat larger than the meas-
urement domain in the TE-CPIV experiment. The magnifi-
cation factor was 0.11 mm/pixel. The exposure time was 5 
ms, and the sampling frequency of the classical PIV was 50 
Hz. Color calibration and intensity correction were per-
formed to generate separate color layers with corrected in-
tensity as described in Section 3.1. 

The same PIV processing for velocity as in the solid 
body rotation experiment was applied to the corrected color 
layers. As a result, the velocity vectors had a resolution of 
1.6 mm and the vector space was 0.8 mm in each direction. 
A robust all-in-one method [39] was used to improve the 
velocity accuracy. A divergence-free smoothing algorithm 
[40] was further performed to improve the velocity field for 
satisfying the zero-divergence condition of incompressible 
flow. For the classical PIV experiment, the same 
cross-correlation method was applied with the initial inter-
rogation window of 64 pixel× 64 pixel and the final window 

size of 16 pixel× 16 pixel. Overlap was still chosen as 50%. 
Therefore, velocity vectors in this case had a resolution of 
1.8 mm, and the vector space was 0.9 mm in both directions, 
which was similar to that in the TE-CPIV. For a future 
comparison, the post-processing procedures on the velocity 
field in the classical PIV were maintained the same as the 
TE-CPIV. To assess the performance of TE-CPIV, velocity 
fields of both classical PIV and TE-CPIV in the same region 
of the measurement domain were extracted. Velocity from 
TE-CPIV was interpolated onto the same grid of the classi-
cal PIV field. 

Although the two different experiments measured the 
same flow, they were performed separately, which means 
that the velocity fields in the two experiments could not be 
obtained simultaneously. Fortunately, the cylinder flow is a 
quasi-periodic flow. Thus, velocity fields at the same phase 
in the two experiments can be matched for comparison 
through a phase-matching method [41]. The global perio-
dicity of the cylinder flow was investigated via the proper 
orthogonal decomposition (POD) on velocity from classical 
PIV [42]. A statistical investigation to the time coefficient 
of the POD modes from 5000 velocity fields showed that 
the cylinder wake flow had a good periodicity with a vortex 
shedding period of approximately 5.88 s. To match the 
TE-CPIV velocity phase with the classical one, velocity 
from TE-CPIV in the same region with all the classical PIV 
velocity fields are compared during a period through a cross 
correlation. Velocity fields with the highest correlation peak 
were assumed to be in a similar phase. Because the sample 
frequency of the classical PIV was 50 Hz and the vortex 
shedding period was 5.88 s, approximately 294 images were 
recorded for every period. Uncertainty of the phase match-
ing should be under 1.23°. 

Figure 12 shows the velocity fields from the two PIV 
experiments at similar phases. The coordinate was 
non-dimensionalized by the cylinder diameter. It is obvious 
that TE-CPIV can capture the flow structure as well as the 
classical PIV. The correlation coefficient between the ve-
locity field from TE-CPIV and that from classical PIV is 
0.9628. This indicates that TE-CPIV can realize the velocity 
measurement at a similar precision to the classical PIV. 

The pressure gradient field and pressure field were then 
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calculated using the same method as in the experiment of 
solid body rotation flow. Figure 13 shows the reconstructed 
pressure fields from the velocity fields in the two experi-
ments. The structure of the vortex is well detected by both 
TE-CPIV and classical PIV. The correlation coefficient 
between these two pressure results is 0.9407. Considering 
that the two pressure fields are not perfectly phase-matched, 
the correlation coefficient is acceptable. Therefore, all the 
comparisons suggest that pressure could be reconstructed 
through the TE-CPIV method with lower cost and more 
accessible devices than the classical PIV. 

It needs to be reminded for a more thorough understand-
ing of the developed technique. The main idea of the 
TE-CPIV is to associate the color information of a camera 
with the temporal information of a flow and connect the 
color PIV technique with pressure reconstruction. The ap-
plication of the new technique is not limited to the examples 
in this article, which represents a simple setup with a pro-
jector and an SLR camera. Because of the simplest config-
uration of the devices used in the present tests, several limi-
tations exist. One of the main limitations is the sample fre-
quency, which is determined by both the refresh frequency 
of the projector and the recording repetition frequency of 
the SLR camera. As a result, the current devices are not 
applicable to high-speed flow measurement, because they 
are not able to generate a very small time interval among 
color lights via projector for high-speed flows. Better de-
vices, such as pulsed LED as a light source and a high- 

speed camera for the image recording, could make this ap-
plication feasible for high-speed flows. Another main limi-
tation is the synchronization between the color illuminations 
and the camera. As described previously in Section 2.1, the 
synchronization in the tests was performed manually. The 
following examples show other alternative choices for light 
illumination and imaging devices, which makes this tech-
nique more applicable. To break through the refresh fre-
quency limitation of the projector, a rotating polygonal 
mirror [9,16] with different filters on different surfaces 
could be used. To improve the illumination energy, 
light-emitting diodes [16] and laser light [43] are alternative 
choices. To obtain time-resolved velocity and pressure, a 
digital color camera with higher repetitive frequency [44] or 
video camera [10,13] could be used as the image recorder. 
To reduce the color contamination of the recording camera, 
a 3-CCD color camera [5,12] without intensity interpolation 
for full-resolution color layer can be considered. The simul-
taneous control of the illumination and camera exposure 
could also be improved, because many digital color cameras 
can be triggered by a computer transistor-transistor logic 
(TTL) signal [45]. 

4  Conclusions 

The paper develops a triple-exposure color PIV procedure 
to reconstruct instantaneous pressure and the validation of  

 

Figure 12  Experimental velocity fields for two methods (from the R, G layer). (a) TE-CPIV with intensity correction; (b) classical PIV. 

 

Figure 13  (Color online) Experimental pressure field for two methods. (a) TE-CPIV; (b) classical PIV. 
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its feasibility. Three different color illuminations (R, G, and 
B) are produced in a time sequence. Particle images at dif-
ferent instants are captured in one exposure using a color 
digital SLR camera. An algorithm of contamination correc-
tion is performed on the color image, after which the color 
image is separated into three different color layers. Standard 
cross-correlation in the classical PIV method can be used to 
obtain two velocity fields from separated color layers. Fi-
nally, a pressure field can be reconstructed from the two 
velocity fields. This procedure was assessed by two exper-
iments. One was a solid body rotation flow and the other 
was a cylinder wake flow. The main conclusions are sum-
marized as follows: 

(1) Each color illumination (three primary colors) can 
cause contaminated intensity on other color layers for the 
SLR camera recording system, which must be corrected for 
velocity deduction. This imaging characteristic is investi-
gated by taking a calibration image for each color light and 
performing a statistical analysis on the intensity of the dif-
ferent raw color layers. Calibration functions could be ob-
tained by a second-order polynomial fitting of the statistical 
result, which would be further coupled together to generate 
contamination correction equations. After solving the cor-
rection equations, new color layers are generated using cor-
rected intensity, which are used for velocity and pressure 
determination. 

(2) The instantaneous pressure field was successfully re-
constructed using the TE-CPIV method. Both experiments, 
the solid body rotation flow and the cylinder flow, show 
that the reconstructed pressure has a reasonable accuracy. 

(3) The TE-CPIV setup is easily achievable with simple 
and low-cost commercial devices, such as using a projector 
as the light source and a color SLR camera as the imaging 
system. Meanwhile, the setup can be improved with other 
advanced devices. With three or more color SLR cameras, 
the TE-CPIV method has the potential to be extended into 
three-dimensional flow measurement. 
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